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103，638封电子邮件; 528，304个QA对; 150个用户
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图1：EnronQA基准测试在超过100，000封电子邮件的清理语料库上实现了个性化和私人检索基准测试，这些电子邮件跨越了150个用户的528，304个优质问答对。我们探索单用户和多用户检索设置。

# 摘要

检索增强生成（RAG）已成为将知识密集型上下文引入大型语言模型（LLM）的最流行方法之一，因为它能够在推理时引入本地上下文，而不会产生与微调相关的成本或数据泄漏风险­。 私人信息与LLM培训的明确分离使RAG成为许多企业LLM工作负载的基础，因为它允许公司­使用客户的私人文档来增强LLM的理解。尽管RAG在企业部署中的私有文档很受欢迎，但当前用于验证和优化RAG管道的RAG基准测试得出了它们的
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语料库来自公共数据，如维基百科或通用网页，并提供很少或根本没有个人背景。 为了增强RAG的个性化和私密性，我们发布了EnronQA基准测试，这是一个包含103，638封电子邮件的数据集，其中包含150个不同用户收件箱中的528，304个问答对。EnronQA能够更好地对RAG管道进行私人数据基准测试，并允许在实际数据上引入个性化检索设置的实验。最后，我们使用EnronQA探索权衡记忆和检索推理时，私人文件。1

1. 介绍

检索越来越成为­在称为检索增强生成（RAG）的过程中向LLM添加上下文的最常见方式之一[[20](#_bookmark37)，[22](#_bookmark39)，[43](#_bookmark60)]。RAG管道涉及增加自然

1在此Huggingface repo上发布的所有数据：[MichaelR 207/enron\_qa\_0922](https://huggingface.co/datasets/MichaelR207/enron_qa_0922)

语言生成能力的LLM与外部数据存储。 这种增强通过在文档中生成来提高LLM的真实性[5，66]和可解释性[68，75]。此外，RAG已被证明可以帮助LLM通过检索相关知识来解决知识密集型任务[ 36 ]，而不是依赖LLM来记忆事实。 RAG最受欢迎的应用之一是对私人文档的检索，­使公司和用户能够与大量的内部和私人知识库进行交互[[14，](#_bookmark31)[28]。](#_bookmark45)

虽然对私有文档的检索是RAG最流行的用例之一，但相对而言，很少有大规模的RAG基准测试关注私有文档检索[[4](#_bookmark21)]。 用于验证和优化RAG管道的最流行的基准测试从维基百科[32，41，77]或公共互联网[[6](#_bookmark23)]中获取语料库。 我们将在2.1节中进一步讨论这一点[。](#_bookmark2)

此外，最近人们对隐私保护RAG[[78](#_bookmark95)，[79](#_bookmark96)]感兴趣，其中模型能够在不暴露个人身份信息的情况下帮助和访问私人文档中的知识是很重要­的。基于私有文档的个性化RAG­[21，72，80]和联合信息检索[58，58，65，71]需要个人文档和分段数据存储。这样的探索­将受益于一个现实的语料库分割成几个私人用户开发私人和个性化的RAG测量方法。

为了服务于这些不同的任务，并增加私人环境中基准标记的覆盖范围­，我们引入了基于安然电子邮件语料库的EnronQA基准[[17](#_bookmark34)]。 EnronQA包含103，638封电子邮件，其中包含528，304个问答对，跨越150个不同的用户收件箱。 通过设计一个严格的问题生成管道，以特定的评估为基础，我们确保收集高质量和多样化的问题。 我们的QA数据集在大小上对于私有文档的公开可用文档检索是无与伦比的，并且足够大，可以在此设置上进行微调，优化和评估。图[1](#_bookmark0)展示了EnronQA基准测试和我们测试的一些评估设置。

为了展示EnronQA的实用性，我们进行了两个案例研究。

首先，我们展示了如何基准RAG管道上安然有更高的净空，以提高检索质量（**？？**).我们发现，没有检索，RAG管道得分低于5%的EnronQA，不像其他流行的RAG基准，使用参数LLM知识，它有可能得分超过60%，而无需任何重新­trieval。接下来，我们训练LoRA适配器来记忆我们大型数据集中的事实知识。 我们的LoRA记忆适配器­显示，训练LLM记忆私人事实­知识可以与在上下文中存储所有事实相提并论，但是检索特定的相关信息仍然优于两者。

总体而言，我们的贡献如下：

1. EnronQA基准测试，收集了超过100，000封私人­电子邮件和500，000个问题，分为150个­不同的用户收件箱[（§3）。](#_bookmark4)
2. 我们展示了我们的基准测试的质量和实用性，并将其与其他流行的RAG基准测试进行比较[（§4.2）。](#_bookmark12) 我们在EnronQA上对流行的RAG管道进行基准测试，作为未来工作的[基准（§5）。](#_bookmark13)
3. 我们激励记忆私人知识，并展示­了一种基于LoRA的记忆事实知识的方法­，这种方法与将知识库置于上下文中的方法相比具有竞争力[（§6）。](#_bookmark16) 检索最相关的信息­优于两者，但我们讨论未来的­改进，激励进一步探索记忆适配器。

# 相关工作

我们组织相关工作的讨论，以跨越我们的核心贡献­：基准RAG，并在LLM事实记忆

# 检索增强生成基准

我们在表1中提供了一个流行的RAGQA基准的简短列表，在表[6中提供了一个更全面的列表。](#_bookmark100) 几个常见的RAG基准从维基百科中提取文档[[2](#_bookmark19)，[33](#_bookmark50)，[35](#_bookmark52)，[41](#_bookmark58)，[74](#_bookmark91)，[77](#_bookmark94)]。不幸的是，这使得基准测试不太适合使用现代LLM对RAG管道进行基准­测试，这些LLM已经记住了维基百科和一般知识的大量内容[[57]。](#_bookmark74)

与我们最相关的工作是ConcurrentQA[[4]，](#_bookmark21)它创建了一个依赖于安然电子邮件语料库和维基百科的多跳推理的基准我们认为这是一个很好的资源与我们的结合，但值得注意的是，这些基准解决不同的问题。首先，ConcurrentQA基准测试仅限于一个收件箱，而EnronQA跨越150个不同的用户，从而可以在更大的基准测试中研究个性化的RAG。其次，ConcurrentQA有18.4k个QA对，而不是EnronQA中的528.3k个，这使得我们的­基准更适合于涉及微调事实知识和持续预训练的探索。 EnronQA将使­这些新兴的信息检索趋势的探索。最后，ConcurrentQA由多跳查询组成，这对于测试复杂的管道非常有用。相反，我们将EnronQA设计为单跳，以专注于每­声化和记忆的有趣案例，但是在第3.1节中，我们讨论了如何使EnronQA与ConcurrentQA完全兼容，以便用户可以使用我们的基准测试单跳和多跳检索。

# 事实化

在我们的案例研究中，我们探讨了事实记忆作为替代传统的检索回忆事实。LLM中的事实记忆是一个令人兴奋且相对较新的方向。LLM记忆的大部分工作来自LLM中学习遗忘的­工作[45，48]或从­互操作性透镜中理解记忆[[26](#_bookmark43)]。最近的一些作品已经期待在LLM鼓励记忆的策略。一种方法是用外部存储器参数扩充LLM [[12，23](#_bookmark40)]。其他工作鼓励对LLM进行微调，以实现事实记忆[46，62，69]。­

也许最相关和最令人兴奋的连接，特别是信息检索是持续的预培训[[24](#_bookmark41)，[37](#_bookmark54)]，其中LLM适应新的知识和领域，有可能只是继续对来自新来源的更多文档进行预培训。最有希望的连接到我们的设置是“合成

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 基准 | 文件 | QA对 | 域 | 源 |
| ConcurrentQA[[4]](#_bookmark21) | 5.2百万+47千 | 18.4k | 一般知识和私人知识 | 维基百科+电子邮件 |
| 电子手册[[54]](#_bookmark71) | 308k | 3.3k | 客户支持 | TVManual |
| 哈格里克[[35]](#_bookmark52) | 32.8M | 2.6k | 一般知识 | 维基百科 |
| [[第77话]](#_bookmark94) | 5.2M | 112.8k | 一般知识 | 维基百科 |
| INSCIT[[74]](#_bookmark91) | 6.6M | 4.7k | 一般知识 | 维基百科 |
| 马可女士[[6]](#_bookmark23) | 3.6M | 1.01M | 一般知识 | 网页 |
| 自然问题[[41]](#_bookmark58) | 5.9M | 323K | 一般知识 | 维基百科 |
| [[31]](#_bookmark48)第三十一话 | 211.3k | 273.5k | 学术研究 | 研究摘要 |
| QReCC[[3]](#_bookmark20) | 10M | 81k | 一般知识 | 网页 |
| 搜索QA[[16]](#_bookmark33) | 6.9M | 140.5k | 一般知识 | 谷歌搜索 |
| 技术质量保证[[8]](#_bookmark25) | 802k | 1.4k | 客户支持 | 技术论坛 |
| TopiOCQA[[2]](#_bookmark19) | 5.9M | 50k | 一般知识 | 维基百科 |
| [[33]](#_bookmark50)第三十三话 | 662.7k | 96k | 一般知识 | 维基百科 |
| EnronQA（我们的） | 103.6k | 528.3k | 私人知识 | 电子邮件 |

## 表1：基于文档的QA基准比较。 我们仅限制语料库大小超过50 k文档的资源空间，但在附录A中提供了完整的比较[。](#_bookmark99) EnronQA涵盖了与许多流行的QA基准相当的语料库规模，同时拥有更多的QA对，可以进行训练，优化和文档记忆探索。此外，EnronQA使用电子邮件跨越了未开发的私人文档领域

Continued Pretraining”[[76](#_bookmark93)]，其中实体从文档中提取，并在这些实体之间绘制连接然后，LLM在这些连接上持续进行预训练。在这样做的过程中，作者发现，这鼓励了对文档的记忆，最终，当用RAG进行测试时，性能效益是复合的。在这项工作中，我们发布了一个基准的私人和unmemorized文件基准RAG性能。这样的资源将是一个丰富的测试平台，为持续的预训练方法提供现实的QA任务

# EnronQA数据集构建

我们使用Enron电子邮件­核心构建EnronQA基准[[39](#_bookmark56)]。 联邦能源监管委员会在2003年西部能源市场调查期间发布了原始语料库。 原始数据集包含超过60万条消息和158个不同的用户（收件箱）。 我们使用2015年发布的语料库，该语料库已被清理，并应安然参与者的要求删除了电子邮件[[17](#_bookmark34)]。这个版本的语料库包含150个用户的517，401封电子邮件。 为了将原始电子邮件转换为高质量的RAG基准，我们设计了一个3阶段的管道：过滤[（§3.1），](#_bookmark5)QA生成[（§3.2），](#_bookmark7)后处理[（§3.3）。](#_bookmark10)

# 语料过滤

对于我们的数据过滤器，我们从流行的预训练数据过滤管道中汲取灵感[13，19，59，67]。 从原始电子邮件中过滤数据与清理非结构化Web数据有许多相似之处。表[2](#_bookmark6)概述了过滤过程的每个步骤，以及删除的电子邮件数量和删除的电子邮件主题示例

*- 是的* Web数据提取管道使用minhash去­重[[42](#_bookmark59)]来减少相同文档的数量，并以最小的编辑（如软件许可证）来减少文档的数量。在电子邮件收件箱中，这可以与电子邮件线程和电子邮件订阅相对应。例如，订阅天气服务可能每天发送相同的电子邮件，但天气预报会发生变化。我们修改了text-dedup [[52](#_bookmark69)]库的minhash实现，增加了最后一步，计算匹配文档之间的Jaccard相似度，我们使用9个波段和27行，以0.9的Jaccard相似度阈值运行minhash去重为了处理线程重复数据删除，我们还删除了在另一封电子邮件的内容中完整出现的任何电子邮件，我们称之为“子集”重复数据删除。

*Gopher质量过滤器。* [[59](#_bookmark76)]概述了一些计算来过滤预训练文档的质量。它们根据文档单词长度、平均单词长度、以省略号结尾的行数以及字母数字字符与符号的比率进行过滤。为我们的电子邮件域调整这些规则的截止值，我们将截止值设置为50到1000个单词之间的电子邮件，长度在3到10之间，字母数字字符与符号的比例大于或等于0.65，并且以省略号结尾的行少于10%。这有助于过滤掉太短的电子邮件和过长或低质量的电子邮件，例如软件系统的自动日志文件和自动财务报告。

*语言识别。安然员工之间的*一些电子邮件线程­发生在非英语语言。由于我们使用有限多语言培训的LLM创建英语基准，因此我们过滤了非英语或分类文档

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 步骤 | 操作 | 文件 | 变化 | 受影响电子邮件的主题示例 |
| 0 | （原件） | 517,401 | – | – |
| 1 | MinhashDedup | 228,098 | -289 303人 | “每日图表和矩阵作为热链接5/15”，“安然提及-05/12/01-05/13/01” |
| 2 | 子集重复数据消除 | 192,759 | -35 339人 | “FW：FW：ResearchLibrary”，“Re：FW：Fedex”，“Pre-Party？？“、“Re：Reference” |
| 3 | 质量过滤器 | 103,513 | -89 246人 | “回复：606925 Finney Attasseril SRF（mar）"，“EnronOnline版权声明” |
| 4 | 语言ID | 103,164 | -三百四十九 | “Praca dyplomowa”，“Saludos，Feicitaciones y Follow up." |
| 5 | NSFW滤波器 | 103,015 | -一百四十九 | 你想和我玩吗？“，“回复：理查德糟透了！" |
| 6 | 毒性过滤器 | 102,603 | -四一二 | “Re：LSU/Florida”，“FW：Isn't it Funny”，“I AM FEELING NEGLECTED” |
| 7 | 并行QA | 103,638 | +1，035 | “2001年11月16日互联网日报”，“加州能源危机时间轴” |

## 表2：贯穿语料库过滤的几个步骤的安然电子邮件语料库以及在每个步骤添加/移除的来自电子邮件的主题的样本

使用fastText语言识别模型，英语的置信度低于80%[[34]。](#_bookmark51)

*NSFW/毒性过滤器。令*人惊讶的是，我们发现一些有毒和不适当的内容作为一些电子邮件的主题。为了保护参与者的隐私并保持我们EnronQA资源的专业性，我们会过滤掉这些文档。我们使用两个在jigsaw [ 1 ]上训练的fastText分类器用于dolma项目[[67](#_bookmark84)]，一个用于检测毒性，一个用于检测NSFW含量。我们会过滤掉那些不被预测为安全的电子邮件，置信度大于或等于

*并发质量保证。为了*使我们的资源与相关的ConcurrentQA[[4](#_bookmark21)]基准兼容，我们将ConcurrentQAEnron语料库中的所有文档映射回我们语料库中的电子邮件。如果这些规则过滤掉了任何一个，我们就把它们加回去。

# QA生成管道

我们必须生成高质量的问题，以将清理后的语料库转换为RAG基准。我们设计了一个多级复合LLM系统，在DSPy中实现并优化了端到端[[38](#_bookmark55)]。一个问题的生成包括10到50个不同的LLM调用，每个调用都被设计用于单个模块的目的。我们的流水线在图[2](#_bookmark8)中进行了直观的描述，可以概括为4个主要阶段：（1）初始生成，（2）评估，（3）反馈生成，（4）优化。­

*第一代。*我们生成一个初始问题，给定一个文档和该文档的一组先前问题（以便LLM不会生成重复）。 我们的问题生成器模型是llama3.1- 70 b [[15](#_bookmark32)]，提示符由DSPy使用MIPROv 2优化器优化[[55](#_bookmark72)]。 我们的优化目标是减少早期停止管道的细化步骤的数量。 如果下面描述的任何*评估*步骤失败，则管道将重复。我们优化的提示将管道从平均1.94次重复降低到1.64次重复。我们在附录B.1中包含了我们的初始和优化提示[。](#_bookmark101)

*评价*给定一个问题，我们要评估这个问题是否是高质量的。为此，我们提出了四个评价标准­和具体措施：具体性、客观性、基础性和质量。

**的特异性**我们指定一个问题为“具体”，如果有十个类似的电子邮件（包括真正的电子邮件的问题是关于）一个法学硕士可以挑选出哪封电子邮件将回答这个问题。我们通过从我们的语料库中检索给定问题的前10个相关文档来挖掘困难的负面例子 我们使用构建在Snowflake arctic-embed-m-v1.5[[50](#_bookmark67)]上的biencoder来检索前10个最相似的文档­。 我们使用Llama3.170b作为我们的选择器LLM。 完整提示见附录[B.2。](#_bookmark102)

**客观。**我们确定一个问题是“客观的”，如果两个模型从不同的家庭回答相同的问题-

同样的答案，考虑到电子邮件作为上下文。这里我们使用Llama3.1 70b指令[[15](#_bookmark32)]和Mixtral 8x7B指令[[30](#_bookmark47)]。 我们使用LLM作为判断，以确定答案是否匹配。我们的Llama3.170B指令LLM法官实现了

0.98 F1评分，在200代小型研究中进行人类评价我们在附录中包括所有QA提示

[B.5](#_bookmark105)和我们的法学硕士作为法官评估的细节在­Appen [B.6。](#_bookmark106) 鉴于该问题被认为是客观的，我们将Llama 3.1 70 B Instruct输出保存为“黄金答案”。“**接地。**我们确定一个问题是“接地”，如果骆驼或混合模型可以回答相同的黄金答案没有电子邮件作为上下文。这两个测试，我们的问题的答案没有记住，问题是不容易猜测。同样，我们使用LLM作为评判，以电子邮件为基础，以确定答案是否与从之前的评估中获得的“黄金答案”相匹配。如果没有一个不接地的答案与黄金答案相匹配，我们认为这个问题是“接地”的。“所有QA提示均包含在附录B.5中[。](#_bookmark105)

**质量.** 我们最后的评估步骤是衡量“质量”

由法学硕士法官根据人类的判断来回答这个问题我们使用管道生成了20个问题，只有具体性，客观性和隐蔽性阶段。我们让两位作者根据评估特异性、客观性和隐蔽性的标准将它们标记为“高”、“中”或“低”质量 作者的注释具有0.5 Spearman相关­性，第三作者裁定了分歧。 同一作者还独立地将另外21个问题标记为“高”，“中”或“低”。使用21个单标签问题作为开发集

## 图2：我们的多级复合LLM系统在安然电子邮件语料库上的QA生成。我们的流水线由上图中标记的4个阶段组成：（1）初始生成，（2）评估，（3）反馈生成和（4）优化。生成一个高质量的问题需要10-50个不同的LLM调用，并且系统是端到端优化的 我们的管道声称，问题是具体的，客观的，有根据的，高质量的（与人类的判断相关）。所有Llama图标都对应于Llama 3.1 70 b指令[[15](#_bookmark32)]，Mistral图标代表Mixtral-7 B-Instruct模型[[30](#_bookmark47)]，我们的检索器是使用Snowflake的artic-embed-m-v1.5的双向编码器[[50]。](#_bookmark67)

和20组标记的问题作为测试集，我们设计了一系列规则，用于Llama-3.1 70 B指令来确定问题是“高”还是“低”质量（将“中等”标签包装成低质量）。 我们的规则使法官在开发集上达到85.7%的准确率，并在测试集上运行一次，产生了85%的准确率。我们的评估管道的最后阶段使用了一个Llama3.170B指令模型，并使用了一个规则来确定问题是否是“高质量”的。“我们在附录[B.7中包括了我们的规则。](#_bookmark107)

*反馈生成。*根据问题在评估阶段所处的最新阶段，我们生成反馈以添加到细化步骤的上下文中。

* 如果问题不是特定的，我们将在“优化”步骤中描述的特殊情况下处理它
* 如果问题不客观，我们会提供反馈：“问题不客观。 不同的注释者在给定相同的电子邮件作为上下文的情况下以不同的方式回答相同的问题。可能会受益于更清晰。"
* 如果问题不接地，我们提供反馈：“问题不接地。没有阅读电子邮件就很容易猜到这个问题的答案。"
* 如果问题没有通过质量检查，我们使用LLM的思维链推理作为为什么问题质量不高的反馈。这通常会引用电子邮件失败的

*精炼。*如果我们的问题在所有评估阶段都成功，它将被认为是一个好问题，并添加到我们的题库中。否则，我们需要改进它。 我们有两个改进步骤。如果

## 图3：问题重写管道。首先，我们要求Llama 3.1 70B指令重写问题，然后我们要求它回答这个新问题。最后，我们使用Llama 3.1 70B In结构来检查答案是否匹配。

如果问题不具体，我们向LLM显示从具体性检查中检索到的十封电子邮件，并要求它重写问题，使其更具体地仅针对黄金电子邮件。如果问题在其他步骤中失败，我们使用生成的反馈要求LLM重写问题并解决反馈。特异性和一般反馈重写提示都使用DSPy进行了优化。我们将初始和优化的特异性细化提示纳入附录

以及附录B.4中的初始和优化反馈提示[。](#_bookmark104)

# 附加数据处理

我们提供了问题的重写版本，以使我们的数据集对各种下游任务更实用，例如我们的备忘­录化案例研究[（第6节）。](#_bookmark16)在训练LLM记住特定信息的情况下，这使您能够在保留信息内容的同时训练和测试不同的问题。 在图[3中，](#_bookmark9)我们展示了重新表述问题的管道。我们使用Llama3.1-70 B-Instruct重写问题，回答重写的问题，

最后判断答案是否相同。 如果答案不匹配，我们会再试最多15次，然后放弃这个问题。 我们在这个过程中丢弃了265/528，569个问题。

除了我们数据集的核心组件：问题，黄金答案，电子邮件和重新措辞的问题，我们还发布了­创建核心数据集时产生的错误工件。这些工件包括来自评估步骤的Mixtral-8x 7 B-Instruct模型的验证答案，以及­Llama3.1- 70 b-Instruct和Mixtral-8x 7 B-Instruct在回答EnronQA基准测试中以Oracle文档为条件的每个问题时的思维链。

# 数据集质量

我们在这里讨论EnronQA基准的一些属性，以及是什么使它成为社区的高质量和有价值的资源。

# 数据集统计数据

我们在表3中报告了EnronQA基准的汇总统计数据[。](#_bookmark11)值得注意的是，基准测试包含超过333k个训练问题，关于单个用户电子邮件的问题的中位数超过1k。EnronQA基准测试对于问题的微调、文档的持续预训练和­RAG管道的基准测试来说是相当大的。

|  |  |  |  |
| --- | --- | --- | --- |
| 度量 | 火车 | Dev | 测试 |
| 电子邮件统计数据（跨拆分一致） | | | |
| 每个用户的平均电子邮件数 |  | 491.81 |  |
| 每位用户的邮件数中位数 |  | 240.5 |  |
| 平均电子邮件长度（字符） |  | 2,269.69 |  |
| 电子邮件长度中位数（字符） |  | 1,664.0 |  |
| 问题统计 |  |  |  |
| 每个用户的平均问题数 | 2,223.15 | 703.43 | 595.44 |
| 每位用户的问题中位数 | 1,063.0 | 334.5 | 278.0 |
| 每封电子邮件的平均问题数 | 4.52 | 1.43 | 1.21 |
| 每封电子邮件的中位数问题 | 3.0 | 1.0 | 1.0 |
| 问题总数 | 333,473 | 105,515 | 89,316 |

表3：EnronQA基准的汇总统计。基准­包含适当数量的文档和问题，用于继续相关和RAG基准。

* 1. 校准

使用公共RAG基准的一个缺点是，从维基百科提取文档，缺乏基准­分数和检索质量之间的校准­EnronQA的一个比较优势是，在大多数情况下，LLM中编码的参数知识­不会记住安然电子邮件。因此，你可以期待从一个更好的寻回犬的收益，以匹配基准的准确性收益为了验证这一假设，我们选择了两个标准的RAG基准**NaturalQuestions**[[41](#_bookmark58)]和**TriviaQA**[[32](#_bookmark49)]。 NaturalQuestions包含323，000个Google查询，答案涵盖590万个维基百科文档。TriviaQA包含95K问答对，由琐事爱好者撰写

60万篇文章我们特别使用KILT[[56](#_bookmark73)]版本的数据集。

*实验设置。我们*为NaturalQuestions和TriviaQA过滤了10，000个训练/ 500个验证示例。为EnronQA提供1，000个培训/ 500个验证示例 我们使用NaturalQuestions和TriviaQA的完整验证集作为测试集。 对于EnronQA，我们使用实际测试集。 我们使用MIPROv2优化[[55](#_bookmark72)]为每个设置优化两个DSPy程序。第一个程序没有上下文，必须直接回答问题第二个程序以黄金文档为背景，回答问题­。 我们优化与Llama-3.1-8B-Instruct作为我们的任务模型和Llama-3.1- 70 B-Instruct作为我们的提示模型与10个候选程序。 在运行实验时，我们使用Llama-3.1- 70 B-Instruct。我们运行无上下文的情况;然后，我们通过随机包含正确的文档作为上下文或随机抽样的文档来模拟Recall@1在0.0和1.0之间。 我们用五个随机种子进行测试，并对结果进行平均。­使用Llama-3.1- 70 B-Instruct作为与黄金答案相比的答案准确性的评判

*结果*我们将实验结果包括在图[4中。](#_bookmark14) 我们发现，EnronQA是唯一的基准添加上下文总是优于无上下文的基线。 对于NaturalQuestions，它需要一个Recall@1高于0.5的检索器，以便超越无上下文基线。 同样，在TriviaQA上，问题更严重。 直接问Llama-3.1- 70 B-Instruct问题，不需要上下文，比所有基于检索的系统都要好，Recall@1小于0.85！这意味着在TriviaQA上对RAG管道进行基准测试的任何准确性变化（Recall@1小于0.85）可能更多地与LLM的记忆知识有关，而不是检索质量。

相比之下，EnronQA的所有改进都更准确，

上下文直接导致更高的准确性的基准。 此外­，EnronQA展示了每一点召回增益的准确性的最高改进。回忆率每提高1%，准确率就提高近0.6%­。这是因为EnronQA中的知识没有被大型基础模型记住，这是使NaturalQuestions和TriviaQA变得平凡化的问题

# RAG管道基准

为了提供一些基准性能数据并展示EnronQA在RAG基准测试中的实用性，我们测试了两种流行的检索器，三种流行的LLM和两种常见的RAG管道架构。

# 实验环境

*猎犬* 我们使用PySerini实现[[44](#_bookmark61)]和**ColBERTv2** [[64](#_bookmark81)]在完整的103，638封电子邮件中测试BM 25。对于检索器的一次调用，我们同时检索五个文档。对于每只寻回犬，我们还报告召回@5。

*大型语言模型。* 我们使用**Llama-3.1-8B-Instruct**、**Llama-3.1- 70 B-Instruct**[[15](#_bookmark32)]和**GPT 4 o进行测试，**以测试不同­尺度和家族的模型。

*RAGArchitectures.* 我们测试两个RAG设置;首先，我们测试**NoQuery Rewrite**，在这里我们直接使用
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图4：校准实验结果。尽管所有的基准测试都大致线性地扩展更准确的上下文，但EnronQA是唯一一个添加上下文总是优于无上下文基线的基准测试对于TriviaQA，Recall@1需要接近0.85才能超过无上下文基线的性能。

无查询重写（acc）查询重写（acc）查询重写（R@5）

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | R@5 | 美洲驼8B | 美洲驼70b | GPT4o | 美洲驼8B | 美洲驼70b | GPT4o | 美洲驼8B | 美洲驼70b | GPT4o |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| BM25 | 87.5 | 72.1 | 77.1 | 81.2 | 66.1 | 80.0 | 81.1 | 82.5 | 86.6 | 88.5 |
| 科尔伯特 | 54.1 | 65.8 | 74.6 | 74.9 | 56.3 | 69.1 | 73.3 | 54.1 | 59.4 | 59.3 |

## 表4：在EnronQA基准测试中对几种检索方法和LLM进行基准测试，包括查询重写和不重写。令人惊讶的是，简单的检索基线（BM 25）在我们的基准上工作得很好。这可能是由于电子邮件中的查询和专有名词（如名称和事件）之间存在一些词汇重叠。

直接从EnronQA提问。然后，我们提供检索器的前5个结果，并将检索到的文档和问题传递给LLM进行回答。我们还测试了**查询重写**设置，我们首先让LLM将问题重写为搜索查询。然后，我们检索了五封电子邮件。最后，给出五封电子邮件和问题，我们让LLM给出答案。 之前的工作已经发现使用LLM重写查询以帮助适应特定检索器的细节[[47](#_bookmark64)]，因此我们在我们的基准测试中对此进行了测试。对于这两种设置以及所有模型和回收器，我们使用DSPy MIPROv2[[55]](#_bookmark72)优化提示和少量演示，其中有10个候选项和20个试验。

* 1. 结果

我们在表[4中给出了结果。](#_bookmark15) 我们从BM 25检索器中发现了令人惊讶的高准确性，拥有87.5的Recall@5，无需任何额外的查询重写步骤。这可能是由于­某些查询和电子邮件内容之间的词汇重叠。 因为我们的问题生成管道被优化为足够具体，可以从一批10封电子邮件中选择一封，所以查询必须命名电子邮件中的特定实体。 这反映在BM 25的高精度上。我们发现，毫不奇怪，更大的模型在我们的基准测试中表现更好，性能从8b扩展到70b再到GPT4o。我们还发现查询重写并不是特别重要

对这个基准测试很有帮助，特别是对于BM 25。最高的每形成设置是GPTO，使用BM 25进行查询重写和不进行查询重写，在EnronQA上达到了81.2%的准确率。

# 案例研究：知识化

随着越来越多的关于持续预训练的文献[[76](#_bookmark93)]，我们注意到我们的基准测试的一个有趣的用例是用于持续预训练记忆的大规模和现实的测试床。由于我们的基准包含LLM没有经过大量预训练的私人知识，以及超过50万个问题和答案对，因此有大量的数据可以进行基准测试，甚至微调模型来测试参数知识记忆，并将其与RAG进行基准测试。

为此，我们在这个方向上提供了初步的结果，希望这个资源将有助于未来的研究人员探索持续的预训练和记忆与LLM。

# 实验环境

我们想通过三种机制来探索关于文档的10到20，000个事实的记忆/检索：**长上下文**，**RAG**和**重复**。对于这种设置，我们通过直接查看问答对而不是文档来简化问题，尽管我们希望未来的工作也可以探索对文档的培训。我们使用重新措辞的问题和答案对

#事实↓ 长上下文 RAG 记忆（LoRA）

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 排名→ | - | - | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 |
| 10 | 0.80 | 1.00 | 0.80 | 0.80 | 0.80 | 0.80 | 0.80 | 0.80 | 0.90 | 0.80 | 0.80 |
| 100 | 0.91 | 0.95 | 0.76 | 0.76 | 0.80 | 0.84 | 0.83 | 0.85 | 0.87 | 0.88 | 0.78 |
| 500 | 0.83 | 0.91 | 0.75 | 0.73 | 0.79 | 0.81 | 0.78 | 0.82 | 0.79 | 0.80 | 0.80 |
| 1000 | 0.79 | 0.89 | 0.72 | 0.71 | 0.79 | 0.79 | 0.79 | 0.78 | 0.76 | 0.78 | 0.73 |
| 5000 | NA | 0.92 | 0.53 | 0.55 | 0.69 | 0.75 | 0.74 | 0.69 | 0.78 | 0.03 | - |
| 10000 | NA | 0.92 | 0.53 | 0.61 | 0.69 | 0.74 | 0.77 | 0.69 | 0.78 | 0.79 | - |
| 20000 | NA | 0.93 | 0.53 | 0.62 | 0.69 | 0.74 | 0.75 | 0.08 | 0.00 | 0.03 | - |

## 表5：EnronQA基准子集的事实记忆。虽然目前，RAG是回忆事实信息的最佳方法，但训练LoRA适配器进行记忆可以匹配将所有事实放在上下文中的表现，这表明这是未来发展的一个有希望的

作为上下文集，并在真实的问题和答案对上进行测试。 对于长上下文，我们将所有我们试图记住的QA对（事实）放在上下文中，并将它们的答案放在Llama-3.1-8B-Instruct的上下文中。我们可以测试多达1,000个QA对，直到上下文长度满为止。对于RAG，我们在所有QA对上建立一个索引，并检索前100个（选择它是因为它是最适合长上下文的）与Llama-3.1-8B-Instruct上下文最相关的问答对。 我们使用ColBERTv2[[64](#_bookmark81)]作为检索器。最后，为了实现自动化，我们使用“Fictionary Unlearning的任务”论文中的设置来训练LoRA适配器，该论文测试了LoRA适配器上的unlearning [[48](#_bookmark65)]。 我们在所有事实上训练等级为{8，16，32，64，128，256，512，1024，2048}的LoRA适配器10个时期，速率为1×10 −4。 我们将alpha设置为秩的四倍，并使用0.05的dropout。 我们测试消融与哪一层适应，并发现做所有线性层的效果最好。所有设置均以LLama-3.1- 70 B-Instruct作为评判标准进行评估。

* 1. 结果

我们在表5中给出了该实验的结果[。](#_bookmark17)有趣的是，LoRA记忆可以在几乎­所有尺度上匹配长上下文性能，并继续超过阻止长上下文扩展的1000个QA对上限。事实上，对于许多LoRA适配器来说，性能只会开始降低大约20，000个记忆的事实，这表明仅仅LoRA参数就包含了惊人的容量。在所有尺度上，RAG都优于记忆和长上下文。这可能是由于任务的简单性（检索改写的QA对）以及当前RAG系统的强度。记忆化是一个相对未被充分研究的­现象（主要是用LLM来探索以试图*防止*记忆），因此，毫不奇怪，这还没有超过RAG。在未来，随着预训练和记忆方法的不断发展，通过LoRA适配器进行记忆可能会达到或超过RAG性能。

# 讨论

在这里，我们讨论了一些经验教训和宝贵的见解，研究人员在类似的问题。

**LLM自验证和优化管道可以是强大­的合成数据工具。** 我们的EnronQA基准测试由完全合成生成的问答对组成。过去

生成此类QA资源的过程需要大量的人力投入，或者需要从人们自然提问的平台（如Google [[41](#_bookmark58)]或Bing[[6](#_bookmark23)]）众包。相反，随着LLM功能的不断增长，我们能够将问题和答案的要求指定为可验证的单元测试。 这些问题需要“具体”、“客观­”、“有根据”和“高质量”。通过将这些检查作为单元测试编写，并端到端优化我们的系统以通过这些单元测试，我们能够在保持质量的同时综合生成大规模数据集。只有当问题完全成功地通过了所有四个单元测试­时，它们才成为我们的最终基准。 我们认为这是一种可扩展的模式：（1）将规范­写入单元测试，（2）优化管道（微调，提示等），（3）过滤基于单元测试的合成生成。这将是未来扩大数据收集工作的一种方式，这将严重依赖于单元测试本身的设计

## 通过微调或持续的预训练来实现自动化是未来检索的有趣方向当前

RAG的SOTA是检索此上下文，然后将其传递给LLM。然而，我们发现LLM能够记忆大量数据。例如，过去的RAG基准测试，如Natu-ralQuestions[[41](#_bookmark58)]和TriviaQA[[32](#_bookmark49)]都被LLM的参数知识所消耗。目前，这种参数化的­知识在很大程度上取决于互联网的组成，互联网是这些模型最大的训练数据来源。在未来，人们可以想象对私人文档进行持续的预训练，或者对记忆进行额外的微调。 在第6节中[，](#_bookmark16)我们展示了实现这一努力的一些初步步骤，并发现LoRA适配器可以在简化的设置中匹配长上下文来回忆事实知识。随着更多的工作继续预培训，我们

我希望EnronQA可以作为一种资源，用于测试这些方法，并在未来探索LLM记忆的局限性。

1. 结论

我们介绍了EnronQA，这是一个包含103，638封电子邮件的数据集，其中包含150个不同用户收件箱中的528，304个问答对。EnronQA能够更好地对RAG管道进行私人数据基准测试，并允许在实际数据上引入个性化检索设置的实验。 我们表明，EnronQA基准测试优于其他单跳检索基准测试，用于测量检索器和LLM的联合准确性。 我们­对现有的RAG管道进行基准测试，覆盖EnronQA上的一系列检索器、LLM和架构。最后，我们使用EnronQA探索权衡记忆和检索推理时，私人文件。我们将这个大型资源公开发布给社区，用于测试私人和个性化检索，并在持续的预训练中进行进一步研究，这是从大型语言模型的参数权重进行信息检索的潜在新前沿­

# 道德声明

EnronQA基准来自安然电子邮件语料库[[39](#_bookmark56)]，这是2003年西方能源市场调查的一部分并不是所有被泄露电子邮件的安然员工都犯有任何罪行，即使如此，我们仍然希望尊重安然电子邮件背后所有人的意愿，无论他们是否参与犯罪活动。

我们采取两个关键步骤来支持这些目标，尊重数据集背后的安然员工首先，我们使用2015年发布的数据集，其中根据要求从数据集中删除了几个人[17]。其次，我们应用过滤器从数据集中删除任何NSFW或有毒内容[（§3.1），](#_bookmark5)这可能是特别个人的。

除此之外，我们非常乐意支持任何受影响方的数据删除请求。如果出现任何此类删除请求，EnronQA数据集将持续维护和更新。安然电子邮件数据集已经在学术研究中使用了大约20年，我们希望支持继续道德地使用这一资源。
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8. ShenglaiZeng，JiankunZhang，PengfeiHe，YueXing，YidingLiu，HanXu，JieRen，Shuaiqiang Wang，Dawei Yin，Yi Chang，and Jiliang Tang.2024年。 好与坏：探索检索增强生成（RAG）中的隐私问题。[arXiv：2402.16893](https://arxiv.org/abs/2402.16893)[cs.CR]<https://arxiv.org/abs/2402.16893>
9. Saber Zerhoudi和Michael Granitzer2024年。PersonaRAG：使用以用户为中心的代理增强检索增强生成系统。[arXiv：2407.09394](https://arxiv.org/abs/2407.09394)[cs.IR]<https://arxiv.org/abs/2407.09394>
10. Fengbin Zhu，Wenqiang Lei，Youcheng Huang，Chao Wang，Shuo Zhang，Jiancheng Lv，Fuli Feng，and Tat-Seng Chua.2021. TAT-QA：一个问题，一个关于金融中表格和文本内容混合的标准 在*Proceedings of the 59th Annual Meeting of the Association for Computational Linguisticsandthe11thInternationalJointConferenceonNaturalLanguageProcessing­（Volume1：Long Papers）*，Chengqing Zong，FeiXia，WenjieLi，andRobertoNavigli（Eds.）.计算语言学协会，在线，3277-3287。<https://doi.org/10.18653/v1/2021.acl-long.254>

# 与其他QA和RAG基准的比较

表[6](#_bookmark100)包含了与其他流行的QA和RAG基准的比较。EnronQA使用私人电子邮件覆盖了未开发的私人知识领域。与其他资源相比，它有相当或更多的­文件，同时涵盖了更多的问题。每个文档有多个问题将有助于训练记忆文档中的事实信息，并使研究能够微调和优化RAG管道，而不仅仅是作为诊断基准。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 基准 | 语料库大小 | QA配对/旋转 | 域 | 源 |
| ConcurrentQA[[4]](#_bookmark21) | 5.2百万+47千 | 18.4k | 一般+私人知识 | 维基百科+电子邮件 |
| ConvFinQA[[10]](#_bookmark27)  [[61]](#_bookmark78)第六十一话  [[51]](#_bookmark68)第五十一话 | 2k8.4k  147 | 14k127k  2k | 金融  一般知识学术研究 | 财务报告  文学，学术界，新闻，维基百科，Reddit，考试研究论文 |
| CUAD [25] | 510 | 13k | 法律 | 法律合同 |
| [[63]](#_bookmark80)第六十三话 | 1 | 2k | 客户支持 | 吉普车手册 |
| [[第18话]](#_bookmark35) | 458 | 25.7k | 政府 | 政府网站 |
| DoQA[[7]](#_bookmark24) | 2.4k | 10.9k | 烹饪，旅游，电影 | Stack Exchange |
| 电子手册[[54]](#_bookmark71) | 308k | 3.3k | 客户支持 | TVManual |
| [[49]](#_bookmark66)第四十九话 | – | 2.2k | 专家知识 | 谷歌搜索 |
| FinQA[[9]](#_bookmark26) | 2.8k | 8.3k | 金融 | 财务报告 |
| 哈格里克[[35]](#_bookmark52) | 32.8M | 2.6k | 一般知识 | 维基百科 |
| [[第77话]](#_bookmark94) | 5.2M | 112.8k | 一般知识 | 维基百科 |
| [[53]](#_bookmark70)第五十三话 | 2.9k | 22.5k | 一般知识 | 维基百科 |
| INSCIT[[74]](#_bookmark91) | 6.6M | 4.7k | 一般知识 | 维基百科 |
| 马可女士[[6]](#_bookmark23)  [[40]](#_bookmark57)第四十话 | 3.6M  1.6k | 1.01M  46.8k | 一般知识  电影，文学 | 古腾堡网页计划  +IMSDB |

金融、学术、知识基础

金融，研究论文，维基百科

EnronQA（Ours）103.6k 528.3k 私人知识电子邮件

表6：基于文档的QA基准比较。 EnronQA涵盖了与许多流行的QA基准相当或更大的语料库规模，同时拥有更多的QA对，可以进行训练，优化和文档记忆探索。此外，EnronQA使用电子邮件跨越了未开发的私人文档领域

# 语言模型库

* 1. 初始QA生成提示

在这里，我们包括用于QA生成的未优化提示和DSPyMIPROv2[[55](#_bookmark72)]优化提示，包括重写的指令和四个自举的几个镜头示例。 此提示是通过基于电子邮件和先前问题的区别创建初始问题来播种问题细化过程。我们使用30封电子邮件和20封验证电子邮件的训练集进行优化。我们运行MIPROv2进行20次迭代（批处理），并生成10条候选指令进行搜索。我们使用Llama3.1 70b指令[[15](#_bookmark32)]作为提示生成器模型。

初始QA生成提示（DSPy优化）（第1部分）

想象一下，你是一个高风险的商业顾问，你必须提出一个问题来测试读者对这封电子邮件的理解，以便提供完成一笔数百万美元交易所需的关键信息。你应该把这个问题

\* 完全真实 \*，即不提供意见，测试读者自己对问题的想法，或要求电子邮件的结论。不要暗示你感到困惑。此外，这个问题不能用主观判断来回答。但是，可以使用复合疑问句，例如。“什么是X，什么是Y？”快速而中肯地写出这样一个问题将意味着获得一笔可观的奖金。给定一封特定的电子邮件和一组我已经问过的关于这封电子邮件的问题，写一个新的问题以确保成功。

-

遵循以下格式。

电子邮件：我们想测试读者对电子邮件的理解的电子邮件。

优先问题：我已经就这封电子邮件询问过的优先问题推理：让我们一步一步思考，以便${produce the new\_question}。我们... 新问题：我们想问的关于电子邮件的全新问题

-

电邮：主题：午餐

邮件：[buylow@houston.rr.com](mailto:buylow@houston.rr.com)收件人：['[dfarmer@enron.com']](mailto:dfarmer@enron.com)文件：farmer-d/personal/292.

树胡子的

我被迷住了。指定见面的时间和地点替我祝阿美好运。

谁能想到他这么快就回来了。现在我们必须与他们，K州，和会议冠军（如果我们生存）。如果我们不放松彼此，我看不出12强是第一名

你想笑一笑--我女儿是一个大NU球迷，已经去看了几场贝勒的比赛。他说这和林肯不太一样;但是

期望不高。

午饭的时候告诉我我会去的。肯

=====================================

提问：无;问任何问题

推理：让我们一步一步地思考，以产生新的问题。我们可以先看看电子邮件的内容。发件人正在讨论一个午餐会，并提到了一些运动队，包括K-State和K-State。他们还提到，他们的女儿是一个球迷的NU，并参加了贝勒游戏。 我们可以问一个问题，测试读者对发件人家庭的理解。

新问题：发送者的女儿是哪支球队的球迷？

-

初始QA生成提示（DSPy优化）（第2部分）

电子邮件：主题：回复：fritzbrinkman简历邮箱：[mike. enron.com](mailto:mike.mcconnell@enron.com)收件人：[robert. jones@enron.com ']](mailto:robert.jones@enron.com)文件：mcconnell-m/all\_documents/442。

=====================================

罗拔，

谢谢，我已经和汤姆·怀特谈过了，我会把他的简历转发给你考虑.我也会和斯坦·霍顿谈谈。

迈克

=====================================

先前的问题：1.麦克·麦康奈尔说他会把简历转发给谁考虑，他还打算和谁谈？

推理：让我们一步一步地思考，以产生新的问题。我们需要分析电子邮件和前面的问题，以确定尚未涵盖的电子邮件的新方面。前一个问题集中在迈克麦康奈尔将采取的行动与简历。一个新的问题可以集中在电子邮件的上下文，如发件人和收件人之间的关系。

新问题：根据关于弗里茨布林克曼简历的电子邮件的语气和内容，迈克·麦康奈尔和罗伯特·琼斯之间的关系是什么

-

电子邮件：主题：Asm Dem Plan电子邮件：[jeff. enron.com](mailto:jeff.dasovich@enron.com)

收件人：[[[“richard. enron.com”]](mailto:richard.shapiro@enron.com)文件：dasovich-j/sent/4786。

=====================================

这是我今天从说客那里收到的文件这是我昨天在内部分发的同一份文件。

最好的，杰夫

--由Jeff Dasovich/NA/Enron于05/31/2001 05：26 PM转发--Delaney Hunter”[dhunter@s-k-w.com](mailto:dhunter@s-k-w.com)

2001年5月30日下午 12时29分

请回复dhunter

收件人：Jeff Dasovich（电子邮件）[jdasovic@enron.com](mailto:jdasovic@enron.com)抄送：

主题：Asm Dem计划

一个小东西，我们得到了我们的手...

- 装配演示计划. doc

=====================================

先前的问题：1.杰夫·达索维奇从说客那里收到的文件的名称是什么，最初是谁转发给他的？

推理：让我们一步一步地思考，以产生新的问题。 我们可以分析电子邮件，以确定先前问题未涵盖的关键要素。前一个问题集中在文件的名称和转发者。 我们可以在电子邮件中查找可用于创建新问题的其他具体细节。 一个突出的细节是电子邮件由JeffDasovich转发的日期和时间。 我们可以创建一个问题来测试读者对这个具体细节的理解。新问题：杰夫·达索维奇是在什么日期和时间将说客的文件转发给理查德·夏皮罗的？

初始QA生成提示（DSPy优化）（第3部分）

-

电子邮件：主题：服务交易

收件人：[holden. enron.com](mailto:holden.salisbury@enron.com)收件人：[portland. shift@enron.com ']](mailto:portland.shift@enron.com)文件：guzman-m/all\_documents/1285。

=====================================

如果您正在为Harbor、LV Cogen、Willamette或Saguaro进行交易，请复制

服务表上的交易模板工作表中的交易。这些交易经过编码以显示我们的利润。你可以随意更改任何单元格，

以蓝色突出显示的买入价格和损益。这些单元格具有不应更改的公式。请确保您输入正确的基础价格以及。

谢谢，霍顿

=====================================

提问：无;问任何问题

推理：让我们一步一步地思考，以产生新的问题。我们需要确定电子邮件的主题，即关于为特定发电厂进行交易的主题。我们还需要考虑发送者试图传达什么信息，这是关于使用模板和遵循某些指导方针。我们可以问一个问题，测试读者对电子邮件中提到的具体指导方针的理解

新问题：根据Holden关于在服务表中输入交易的电子邮件，交易模板中的哪两个单元格不应由用户更改？

-

电子邮件：{**email**}

推理：让我们一步一步地思考，以便

# 电子邮件选择提示

此提示用于衡量问题的具体性。如果Llama3.1 70b能够从10封电子邮件的列表中选择对应于问题的正确电子邮件，则我们认为该问题是具体的。

# 针对特异性提示的QA细化

在这里，我们包括未优化的提示，用于QA细化，使问题更具体，以及DSPy MIPROv2 [[55](#_bookmark72)]优化的提示，包括重写的指令和一个引导的fewshot示例。 此提示用于重写问题，以便它们更加具体，并且不会意外引用多个不同的电子邮件（或由多个不同的电子邮件回答）。 这在§B.1中描述的相同端到端优化中进行优化[。](#_bookmark101)

针对特异性的QA优化（DSPy优化）（第1部分）

你是一个高风险的调查员，任务是揭露一系列神秘电子邮件背后的真相。 您对特定的电子邮件有疑问，但您需要对其进行优化，以确保它特定于该电子邮件，而不适用于其他类似的电子邮件。整个调查的成败就取决于你是否有能力提出准确的问题。 给定电子邮件和一组不相关但相似的电子邮件，细化问题，使其更具体地针对所讨论的确切电子邮件，并在必要时添加电子邮件中的细节。这个问题必须用一句话来回答整个调查都指望你了仔细推敲问题

-

遵循以下格式。

电子邮件：我们要优化问题的电子邮件问题：我们要优化的问题

其他电子邮件：我们不希望问题涉及的其他电子邮件。确保优化后的问题包含不适用于这些电子邮件的详细信息

推理：让我们一步一步地思考，以便${产生refined\_question}。我们... 精炼问题：更具体到有问题的电子邮件的精炼问题

-

电子邮件：主题：Asm Dem Plan电子邮件：[jeff. enron.com](mailto:jeff.dasovich@enron.com)

收件人：[[[“richard. enron.com”]](mailto:richard.shapiro@enron.com)文件：dasovich-j/sent/4786。

=====================================

这是我今天从说客那里收到的文件这是我昨天在内部分发的同一份文件。

最好的，杰夫

--由Jeff Dasovich/NA/Enron于05/31/2001 05：26 PM转发--Delaney Hunter[dhunter@s-k-w.com](mailto:dhunter@s-k-w.com)

2001年5月30日下午 12时29分

请回复dhunter

收件人：Jeff Dasovich（电子邮件）[jdasovic@enron.com](mailto:jdasovic@enron.com)抄送：

主题：Asm Dem计划

一个小东西，我们得到了我们的手...

- 装配演示计划. doc

=====================================

问：Jeff Dasovich在什么日期和时间将电子邮件转发给RichardShapiro？

其他电子邮件：\u 00 ab 1\ u00bb.test-原始信息来自：dasovich，jeff发送时间：2001年11月21日，星期三，12：37

下午传译：杰夫达索维奇主题：测试

\u00ab2\ u00bb. - ---原始信息来自：dasovich，jeff发送时间：2001年10月6日星期六下午2：44，发送至：“jdasovich@

sbcglobal。net'主题：

\u00ab3\u00bb.这是我今天从说客那里收到的文件。这是我昨天在内部分发的同一份文件。最好的，杰夫--由杰夫·达索维奇/NA/安然于2001年5月31日下午5时26分转发--德莱尼·亨特<[dhunter@s-k-w.com>](mailto:dhunter@s-k-w.com)2001年5月30日下午12时29分请回复dhunter：杰夫·达索维奇（电子邮件）<[jdasovic@enron.com>](mailto:jdasovic@enron.com)抄送：主题：Asm Dem计划一个我们手头上的小东西。.. - 装配演示计划. doc

* 1. 根据反馈提示进行QA细化

在这里，我们包括未优化的提示，用于QA细化，以使问题更高质量，以及DSPy MIPROv2 [[55](#_bookmark72)]优化的提示，包括重写的指令和两个引导的fewshot示例。 此提示用于优化步骤，以根据自动生成的反馈提高问题的质量。 这在§B.1中描述的相同端到端优化中进行优化[。](#_bookmark101)

反馈质量保证改进（DSPy优化）（第1部分）

你是一个高风险的团队领导，负责为一家财富500强公司的关键项目提炼问题 您的目标是生成可用于训练AI模型的高质量，客观的问题。 您已收到一封电子邮件、一个与电子邮件相关的问题以及专家对问题质量的反馈。 你的任务是细化问题以解决反馈，而不显著改变其含义，并确保它仍然可以用一句话回答。 您的问题的质量将直接影响项目的成功和公司的声誉。仔细提炼这个问题，并为你所做的改变提供你的理由

-

遵循以下格式。

电子邮件：我们要优化问题以进行反馈的电子邮件：关于问题质量的反馈

推理：让我们一步一步地思考，以便${产生新问题}。我们... 精炼问题：针对反馈的精炼问题

-

电子邮件：主题：FW：授权交易商名单电子邮件：[alterson\_thomas@jpmorgan.com](mailto:alterson_thomas@jpmorgan.com)收件人：[sara. enron.com文件](mailto:sara.shackleton@enron.com)：shackleton-s/all\_documents/11472。

=====================================

你能看一下这个吗

我不想烦你，但我们现在正在进行内部审计，

我们因为这份名单受到了压力

感谢您抽出宝贵的时间。汤姆·艾特森

Thomas P Alterson06/05/200112：18PM

收件人：[Sara. enron.com](mailto:Sara.Shackleton@enron.com)抄送：

主题：授权交易商列表（文档链接未转换）Sara：

你能给我一份安然公司授权交易商的名单吗我们

更新我们的文件，并注意到我们缺少一个ATL的安然。

ATL表格：

(See附加文件：ATL Enron NA Corp.doc）

谢谢你，汤姆·艾特森

- ATL Enron NACorp.doc

=====================================

反馈质量保证改进（DSPy优化）（第2部分）

问：Tom Alterson给出的需要Enron NA Corp授权交易商名单的原因是什么

反馈：问题不客观。 不同的注释者在给定相同的电子邮件作为上下文的情况下以不同的方式回答相同的问题。可能会受益于更清晰。

推理：让我们一步一步地思考，以完善这个问题。 我们需要使问题更加客观和明确。TomAlterson在电子邮件中提到需要EnronNACorp授权交易员名单的原因是“我们正在更新我们的文件，并注意到我们缺少Enron的ATL“然而，这个原因并没有明确说明是主要原因，而是次要原因。 主要原因是在转发的电子邮件中提到的“我们现在正在进行内部审计，我们受到了这份名单的压力。“为了使问题更客观，我们可以重新措辞，把重点放在电子邮件中提到的主要原因。

细化问题：Tom Alterson在内部审计期间需要Enron NA Corp授权交易员名单的主要原因是什么？

-

电子邮件：主题：FW：授权交易商名单电子邮件：[alterson\_thomas@jpmorgan.com](mailto:alterson_thomas@jpmorgan.com)收件人：[sara. enron.com文件](mailto:sara.shackleton@enron.com)：shackleton-s/all\_documents/11472。

=====================================

你能看一下这个吗

我不想烦你，但我们现在正在进行内部审计，

我们因为这份名单受到了压力

感谢您抽出宝贵的时间。汤姆·艾特森

Thomas P Alterson06/05/200112：18PM

收件人：[Sara. enron.com](mailto:Sara.Shackleton@enron.com)抄送：

主题：授权交易商名单（文档链接未转换）Sara：

你能给我一份安然公司授权交易商的名单吗我们

更新我们的文件，并注意到我们缺少一个ATL的安然。

ATL表格：

(See附加文件：ATL Enron NA Corp.doc）

谢谢你，汤姆·艾特森

- ATL Enron NACorp.doc

=====================================

问：TomAlterson在内部审计期间需要EnronNACorp授权交易员名单的主要原因是什么

# 提问提问

这些提示用于回答给定电子邮件上下文的问题，或者在没有基础的情况下产生问题的答案。强迫LLM回答问题而不接地是为了确保问题不太容易猜测或不被流行的LLM记住

# LLM作为一个法官提示

这个提示被用于我们的法学硕士作为判断，以确定是否两个答案是相同的或不同的。法学硕士作为一名法官是以文件为基础的，这有助于它确定特定答案中的额外细节是幻觉还是以事实信息为基础。我们抽样了100个LLM作为法官认为答案匹配的实例，以及100个LLM作为法官认为答案不匹配的实例。作者手动标记这些评估，我们确定法学硕士作为法官

0.98 F1-评分（在两种情况下与人类法官的2个判断不同 这给了我们很高的信心，在使用我们的法学硕士法官thoughout我们的评估。重要的是要注意，我们不是使用LLM作为判断者来进行主观判断，而是确定两个开放式答案是否匹配。 这解释了即使LLM作为判断者可能不可靠时的高准确性[[73]。](#_bookmark90)

# 基于规则的质量评估提示

这些提示用于回答给定电子邮件上下文的问题，或者在没有基础的情况下产生问题的答案。强迫LLM回答问题而不接地是为了确保问题不太容易猜测或不被流行的LLM记住

基于规则的质量评估

给定一封特定的电子邮件，一个关于电子邮件的问题，以及这个问题的答案，判断这个问题的质量。该问题应遵循以下标准：

* + 1. 这个问题应该是具体到这封电子邮件的事实内容换句话说，如果你收到100封电子邮件，你会知道问题是关于这封电子邮件而不是另一封吗？ 诸如“电子邮件”或“信息”之类的短语不够具体，除非有进一步的上下文基础。仅仅是发件人可能还不够，但发件人和有关电子邮件的一些细节可能是足够的。
    2. 问题应该集中在邮件的主要内容上，而不是格式，发件人或收件人。可以使用发件人和收件人作为上下文，但问题不应该是关于他们的。可以询问电子邮件中的人的手机号码或联系方式，因为这是一个现实的问题。
    3. 这个问题应该是客观的，可以用一句话回答 这不应该是一个意见问题，也不需要任何解释。
    4. 这个问题应该是现实的，一个人可能会问他们收到的电子邮件，特别是在专业环境中工作和回忆重要细节的情况
    5. 这个问题不应该要求任何外部知识超出电子邮件本身的内容。
    6. 问题不应该包括计数，数学或任何其他操作。 例如，“发件人提到'重要'这个词多少次？“或“有多少个收件人？”是不允许的。这个问题可以问电子邮件中的一个数字，例如百分比，但它不应该涉及实际计数或计算。

根据这些规则，将问题评为“好”或“坏”。

-

遵循以下格式。

电子邮件：我们要回答的电子邮件问题：我们要回答的关于电子邮件的问题回答：问题的答案

推理：让我们一步一步地思考，以便${产生质量}质量：问题是好（真）还是坏（假）

-

电子邮件：{**email**}问题：{**question**}答案：{**answer**}

推理：让我们一步一步地思考，